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The Jacobi method provides the simplest algorithm to routinely diagonalize real summetric matrices commonly encountered 

in chemistry courses. While more accurate and efficient procedures exist, it is particularly helpful at least for purposes of instn.ic­

tion. This paper introduces a modified Jacobi scheme, the Rcr diagonalization. The methods are employed in the study of the 

carbocyclic systems. The accuracy of the results are evaluated by comparing them with those obtained using group theory. 
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8Tum:NTS OF C HK\I!ISTRY ARE BECOMING INCREASINGLY EXPOSED 

to mathematical techniques which require the use of com­
puters for implementation (1-3). One such technique is 
matrix diagonalization which can hardly be dispensed 
with for instance in the study of molecular structure. The 
average student in all likelihood is familiar with the di­
agonalization of 2x2 or 3x3 real symmetric matrices or 
similar matrices of higher dimensions with easily factor­
able characteristic polynomials. But even in the latter 
case, the calculation of eigenvectors when required can 
be a cumbersome task if done manually. 

The Jacobi method provides the simplest algorithm 
to routinely diagonalize real symmetric matrices. While 
more accurate and efficient procedures exist (4), it is par­
ticularly qelpful at least for purposes of instruction. In 
this article, we intoduce a modification of the Jacobi 
method which we refer to as the Rcr diagonalization. 

Transformation 

To diagonalize a matrix B means to solve the eigen­
value problem , 

BU = UA, U1U = I (1) 

where U is the eigenvector matrix, A the eigenvalue ma­
trix and I the identity matrix. We rewrite eq. 1 as a simi­
larity transformation 

(2) 

The purpose of matrix diagonalization therefore is, given 
B, to find the matrix U which transforms it into a diago­
nal matrix A according to eq. 2. 

The solution of eq. 2 is obtained by carrying out a 
sequence of transformations until the resulting matrix 
B" is diagonal, that is, 

A �·lBA l = Bl 
A 2·1Bl A 2  = B2 

A -1B A = B n n-1 n n 

(3) 

The rate of convergence and hence the efficiency of a di­
agonalization method may therefore be evaluated accord­
ing to the number of steps necessary to complete eq 3. 
Combining the above equations gives the eigenvector 
matrix as, 

(4) 

A representative transformation may be written as, 

B' =A1BA (5) 

To effect the diagonalization, we introduce the matrix. 

A =  Rcr 

which has the following elements, 

a =  J£ o�£�1 
pp 

' 

a =- J£, p<q 
qq 

a =a = J1-£ 
pq qp 

akk = 1, ak1 = o, k t l 

(6) 

In the simple case of 2x2 matrices, R is just the rotation 
matrix about the z-axis while 0 is the matrix representa­
tion of a reflection in the xz-plane. As defined, A is an 
orthogonal matrix, A =  A T  = A1• Its relation to the Jacobi 
rotation matrix becomes transparent if we let £ = cos2a, 
where a is a rotation angle. It is in this sense that the Rcr 



48 CLARO T. LLAGUNO 

transformation is a variation of the Jacobi method. In 
the following discussion, we also refer to an Rcr transfor­
mation as a rotation. 

Substituting eq. 6 into eq. 5 yields the matrix ele­
ments B', 

b' = y2b - 2 xyb + x2b qq �p pq qq 

x=J£. y= )1-£ 

(7) 

(8) 

(9) 

(10) 

(11) 

(12 ) 

The other elements remain the same, i.e., b'kk = bkk and 
b'kl = bkl. As defined, the matrix A is meant to annihilate 
b' , that is, make it equal to zero, by an appropriate choice 
of� . From eqs. 11-12, this requires solving 

b 
J£(1-£) = (2£ -1)Q, Q = __ 

r
_

q
-

b - b pp qq 
(13) 

for £. Equivalent to this is the following equation which 
has the roots E+ and£_, 

Q2 
£2 - £ + (J) = 0, (J) = ---

4Q2 + 1 

£+ = < ¥2 
1 + 4Q2 + J 1 + 4Q2 

£_ = 1 - £+ > Y2 '£+£_ = (J) 

(14) 

(15) 

(16) 

There are two solutions which we discuss below. Mean­
while, assuming E is known, we rewrite eqs. 7-11 as fol­

lows, 

b' 

b' 

pp = b  rr + tbpq' t = y/x 

= b - tb qq qq pq 

b' pl = bpi + yf 

b'q1 = bq1 - (x + 1) f 

b' =0 pq 

f= b -
y bpi 

ql 
x+ 1 

(17) 

(18) 

(19) 

(20) 

(21) 

(22 ) 

The elements of B' are thus expressed in terms of the 
original elements of B with correction terms which re-
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fleet the effect of the transformation. Compared to simi­
lar equations in the Jacobi method (5), eqs. 19-20 are 
particularly noteworthy in that b'r1 and b'q1 have a com­
mon correction factor f, weighted essentially by the value 
of£ as determined from eq. 1 4. This welcome feature also 
appears in the calculation of the eigenvectors. 

Equation 4 may be written as, 

(23) 

where U0 is the identity matrix. From eqs. 3 and 23, the 
eigenvector matrix at the kth step is 

Dropping the subscripts, the matrix elements are thus 
given by the following equations, 

u' kq ukq - (x + 1)g 

g u -kq 
yukr 

X+1 

where the primed elements refer to those of uk and the 
unprimed elements to those of Uk_1. The other elements 
remain unchanged, i.e., u'kl = �- We note the common 
factor g, similar to the common factor f in eqs. 19-20. 

Rcr/A Transformation 

The solution of eq. 14 may be confined to values of x 
and y in the first quadrant of the unit circle, that is, eq. 

12 . This, however, leads to an algorithm that is slowly 
convergent when compared to the Jacobi method. To 
overcome this problem, we restrict the values of x and y 
to those in the first and fourth quadrants, 

x = J£, y = sign (Q) J1-£ (24) 

For Q > 0, we have from eq. 13, 

..jr(l-£) = (2r-1)Q > 0 

so that 2£-1 > 0 or £ = £ > 112. Whereas, for Q < 0, we 
have 

- Jr(1-E) = (2£-1)Q < 0 

in which case, it must be that 2£-1 > 0 or£=£_> 112 . In 
both instances, therefore, we find£=£_. This leads to the 
following results, 

x = .JC.., y = sgn (Q) � = sgn (Q) JE., t = y/x (25) 

Computationally, we generate the solution according to 
the following route: using eqs. 15-16 and 25, we obtain 
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2Q 
t = 

1 + J1 + 4Q2 

We then solve for x and y as follows, 
1 

x= --- ,y=tx 
JI+t2 

(26) 

(27) 

Equations 26-27 may be used in a straightforward 
manner to calculate the eigenvalues and eigenvectors of 
matrices with only one non-zero off-diagonal element brq . 
This, of course, extends to similar submatrices of a block­
diagonal matrix. From eqs. 17-18, the eigenvalues are 

Ap = b + tb , A = b - tb , 1 = bkk pp pq q qq pq '"k (28) 

The corresponding eigenvector matrix has the following 
elements, 

(29) 

There are two special cases to consider: 

Case 1. brP = bqq , I bpq It 0. From eqs. 11, 21 and 24, £ 
= 112 so that x = y = .Jl72 arid t = 1. This is a particularly 
simple solution which permits diagonalization by inspec­
tion when only one rotation, as in the immediately pre­
ceding discussion, is required. The eigenvalues and eigen­
vectors are given by eqs. 28-29 using the appropriate val­
ues of x, y and t. 

Case 2. Q << 1, Q2- 0. Under this condition, we let£ 
=min eq. 14. Since m < 112, we have£=£+= m. Using£+= 
col£_, eq. 14 may be written as 

Q4 ( 1 )2 ( 1 ) 
Q2 _ 

+ QL 0 
(4Q2 + 1) £_ . £_ 

(30) 

We therefore choose £_ = 1 if eq. 30 is to hold. From eq. 
25, this gives the solution 

Q 
x = .j£_ = 1, y = sgn (Q) .JE. = --- , t = y 

Rcr!B Transformation 

An alternative procedure is to solve the equation, 
1 

t2 + 28t - 1 = 0, t = y/x, 28 =-

Q 

which is obtained by setting b'rq = 0 in eq. 11. We use the 
root 

sgn (8) 
t= ------

181 + Jf+W 
which is identical with eq. 26. When I brq I << I bPr-bqq I we 
let 

t= 
1 

28 
=Q 

It is here where Ro!B differs from the earlier transfor­
mation. The values of x and y are calculated as in eq. 27. 

The above solution closely parallels that of Press, et 
al (6). Our definition of 8, however, differs by a minus 
sign. In addition, the computational aspects discussed in 
the same reference are incorporated in the computer pro­
grams to implement the Rcr and Jacobi algorithms. 
These include the sweep procedure, threshold calculation, 
and bypassing of rotations under certain conditions. 

Discussion 

We employed the Rcr and Jacobi methods to study 
the carbocyclic sy stems CnHn, n = 1, 12 within the Ruckel 
approximation. The accuracy of the eigenvalues and eigen­
vectors were evaluated by comparing them with those 
obtained using group theory. Mm eover, the three algo­
rithms yield numerical results which agree to six decimal 
places. 

The number of rotations required to complete the di­
agonalization as a function of the dimension n of the 
hamiltonian matrix is shown in Table 1. 

It is clear that the Rcr methods compare very well 
with the Jacobi algorithm and are even more rapidly con­
vergent in several cases. 

We also used the three methods to diagonalize matri­
ces with elements bkl = b1k = k/10, k = 1, n, l = k, n, n = 1-
12, 16, 19. The number of rotations as a function of ma­
trix dimension is the same for all three methods, ranging 
from 9 rotations for n = 3, 289 for n = 12, to 827 for n = 19. 

Table 1. Number of rotations to diagonalize hamiltonian matrix of dimension n 

n 3 4 5 6 7 8 9 10 11 12 16 19 

Rcr/A 2 19 30 51 76 131 142 203 235 318 647 908 

Rcr/B 2 19 30 51 75 130 142 202 237 318 657 911 

Jacobi 2 19 33 51 99 131 189 200 281 319 645 929 
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As above, the eigenvalues and eigenvectors agree to six 

decimal places. Unlike the C H systems where numer­

ous degeneracies (doubly) occ�r, 
n
these test matrices yield 

non-degenerate eigenvalues. 

The Ra methods have a distinct advantage over the 

Jacobi procedure which consists in having common cor­

rection factors f and g, weighted essentially by the quan­

tities JE and �. Quite clearly, they are more indica­

tive of the effect of the transformation at each step of eq. 

3. Perhaps, more importantly, the corrections to the ele­

ments of B' and Uk are incorporated in a more balanced 

manner than they are in the Jacobi method. 
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a household name . But we've been around 
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chemicals that the country would OCher­
wise have to import fOf' industry .00 
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..xt fauna. lkJC 1o mention humans 
We faithfully .then> to pollution control 
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plant heah and pollution control offacen. 
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.... p. 

Chemphil, on environment-conscious 
corporation from top 1o bottom. 
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